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(Abstract)

Regulation, scheme and Syllabus of the Post Graduate Diploma Programme in Data Science and

Analytics (PGDDS)-Department of IT -Approved-Orders issued.

Acad/C5lPGDDS/2020 Dated: 08.04.2021

Read:-l.The Resolution of the Syndicate held on 10.08.2020 vide item.No .2020.346.

2.Ltr.No.DIT/Generull2020 dated 06.01.2021.

3.Note.No. Acad.A2l55654{D&C/2008.VOL.1I.

4.Letter from Dean, Faculty of Technology daled 22.02.2021.

5.Lener from HoD, IT Departrnent.

ACADEMIC C SECTION

ORDER

l As per the paper read (1) above, the meeting of the Syndicate, held on 10.08.2020, considered

and resolved to grant permission to the proposal for starting the Post Graduate Diploma in Data

Science and analytics (PGDDS) programme. under Department of Information Technology,

Kannur University, Mangattuparamba campus.

2. The meeting of the Department Council, Department of Information Technology,

Mangattuparamba Campus, held on 07.10.2020 resolved to submit the Draft proposal for starting

the Post Graduate Diploma in Data Science and Analytics (PGDDS) progftunme, for approval

from the University ,vide paper read (2) above.

3.The Head, Department of lnformation Technology, submitted the Proposal of the Regulations,

Scheme, Syllabus and Model Question papers, for approval from the University and the same was

forwarded to Academic Section Vide paper read (2) above, requesting to take necessary steps for
approval of the Regulation, Scheme and Syllabus of the PGDDS Programme.

4.As per the Order of the Vice-Chancellor. the Regulation and Syllabus, submitted by the HoD, IT
Departrnent, forwarded to the Dean, Faculty of Technology to seek opinion of the Syllabus of
PGDDS Progtamme and put forward some suggestions for necessary clarifications ofthe Syllabus

of the course and it was approved by the Dean, Faculty of Technology, as read paper (4) above.

5. The Vice-Chancellor, after considering the matter in detail and in exercise of the powers of the

Academic Council confened under section 11 (l) Chapter III of Kannur University Act 1996

accorded sanction to implement the Regulations, Scheme, Syllabus and Model Question papers of
the Posl Graduate Diploma in Data Science and Analytics (PGDDS) programne, under the

Department of Information Technology, Mangaftuparamba Campus, Kannur University, with
effect from 2020 admission.



6. The Regulations, Scherne, Syllabus and the pattem of Question papers of the Post Graduate

Diploma in Data Science zurd Anall,tics (PGDDS) progftunme, implemented with effect from 2020

admission are uploaded on the University website.

Orders are therefore issued accordingly.
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To: The Head,Depart ment of IT
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a
KANNUR S uN,vERSITY

POST GRADUATE DIPLOMA IN DATA SCIENCE & ANALYTICS

(Credit Based Semester System)

Regulations, Curricula, Syllabus and Scheme of Evaluation

(With Effect from 2020 admission)

l. Introduction

Data Science and Artificial lntelligence are two prominent domains that are going to rule the

entire world in the future decades. Currently, these domains are being used in many real-life

applications like Business, Commerce & Banking, GIS, Health, Climate change, Automobiles,

Crime analysis etc. The key ideas of Artificial Intelligence and Data Science are mainly used for

identifuing and making prediction on unseen information hidden in the enormous data available

in the real-world application. Using these techniques, one can identifu and analyze those relevant

data and make prediction of the future of data. Prediction can be made by analyzing in the form

of patterns hidden in the original data, and further it can be utilized for the benefits of the society

by applying various mathematical and statistical tools that are available. Since one has to deal

with a huge amount of data and information, ordinary database applications cannot deal them

easily. The sigrificance of Big Data analysis and Machine Leaming comes here. The Deep

Leaming mechanism as part of Machine Leaming provides the capability of identiffing the

unseen information that normally one cannot idotti$/retrieve through the conventional SQL

query processing. Data mining and data warehousing techniques are the important mechanism

for storing and managing the mass amount of data that comes in different styles and format

which replicates the real-world scenario and provide a rich set of tools and techniques for

extracting the most relevant information for making the prediction of the data with the help of

.Artificial Intelligence that conventional database management system cannot do.

Future job market needs people who possess technical knowledge and programming skills in

dealing with these techniques, and many conventional programming techniques are getting

obsolete with the advent of these new methods. The conventional courses are presently dealing

with foundation courses and specialized mainly in the standard programming concepts. A few



institutions may be offering one or two electives during their course of study without dealing

with practical aspects of the domains that will not be sufficient for them to fetch a job in the

current industry.

Kannur University is planning to offer a specialized Data Science course by the joint venture of

three departrnents like Infomration Technology, Mathematical Science and Statistical Science in

a single umbrella to build up practically talented manpower capable of handling solution to such

complex real-world problem;. In the present scenario, there are two types ofprofessionals to be

evolved for handling the I)ata Science related problems such as Dall Analysts and Data

Scientist- The practical aspects of analyzing and interpreting the data is done by the Data Analyst

and Data Scientist who carry out build mathematical and statistical models for dealing with

complex data by the Data ,\nalyst. We are confident that by the joint .renture of these three

deparEnents will achieve this target without any ambiguity. Another important highlight of this

course is that we give more sfess on the development of practical skills to the students in the

related domain and do not give much more importance of the convention:rl examination systems

followed in the University. '[he course is offered in the pattem of 6040. 'f}l,e 
60%o of evaluation

is in continuous assessment and, 40o/o of extemal evaluation pattem. Another important aspect of

the course is that Information Technology, Mathematics and Statistics dcpartments are situated

in a single building neighb,:ur to each other will make the smooth and fruitful running of the

course.

Initially, the Deparrnent of lnformation Technology will initiate a one-year Post-Graduate

diploma course in the co;ning academic year (202U2021) with inputs from MCA/ M.Sc.

Computer Science,M.Sc. Information Technology/ M.Sc. BioinfonnaticsfivLTech. ,M.Sc.

Mathematics,M.Sc. Statiitics/ M.Sc. Applied Mathematics/ MSc. Physics/1vl.Sc.

Electronics,M.Sc. Geology/M.Sc. Geography/I\{.Sc. Biostatistics/I\rt.Sc. Applied Statistics/Ir,{.A

Economics/ B.Tech-MBA t:tc. After establishing aad 51a[ilizing this PG program, the Universiry

can start a full-fledged PG lrrogram for Data Science.



1.1 Obiective of the Course

The Post Graduate Diploma in Data Science & Analytics is a one-year program offered by

School of Information Science & Technology in collaboration with the Departrnent of
Mathematical Science, and Statistical Science is an excellent blend of knowledge and practice

in the field of Data Science and its industrial applications. The program is targeted for creating

qualified Data Science professionals. The program also offers ten weeks of industry-oriented

hands-on, real-life analyical projects for students to get equipped with strong analytical and

programming backgound, which makes them highly competitive and employable on

completion of the program.

1.4 Number of Seats:

This course has an intake of25 seats per semester and filling of seats as according to the

rotation matrix-maintained time-to-time by the Department of lnformation Technology/Kamur

University norms. The rotation matrix of the seats to the course will be announced at the time

of notification of the program.

1.5 Course Structure

This course contains a total of seven modules in the first semester and two modules in the

second semester followed by 300 hours of real-time project work using any of the topics

studied to eam the Diploma. All these components are mandatory for the completion of the

1.2 Outcome of the Course

Upon completing the course, the participants will leam the concept of Data Ana$ics using

open-source statistical tools like & Python, Hadoop, Tableau and some excellent visualization

tools and techniques. They will be capable of implementing the indusry-oriented Data Analytics

Project.

'1.3 Duration of the Course

Duration of the Post Graduate Diploma in Data Science shall be one (01) year- fulltime course

divided into 2 semesters. Each semester should have 18 weeks. The maximum time limit for

completing the course is four semesters (two years)



course. The course compri;es 30 Hours (5 x 6 Hours) per week comprising l8 weeks of

lmshing and learning activit ies.

1.6 Elisibilitv

MCA/ M.Sc. Computer Sci:nce/Jvl.Sc. lnforrnation Technology/ M.Sc. Bioinformatics/I\4. Tech.

(Computer Science, Eleclrical & Electronics)M.Sc. Mathematics/M.Sc. Statistics/ M.Sc.

Applied Mathematics/ MSc. Physics,M.Sc. Electronics/Jv1.Sc. Geology/Ivl.Sc. Geography/ M.Sc.

Biostatistics/\4.Sc. Applied Statistics/]vl.A Economics/ B.Tech-MBA ol this University or any

other University / Institution, recognized by this University as equivalent thereto, with a

minimum aggegate of 559'o marks or equivalent grade. (For SEBC and Physically Challenged

candidates the aggregate mark required is 50%. For SC and ST, a minimrrm pass in the degree

examination is suffi cient)

1.7 Selection Criteria of the candidates

The selection to the course shall be based on cornmon admission test conducted by Kannur

University. The test will Le duration of two hours comprising 100 x zl marks multiple choice

questions from Computer icience, Mathematics, and Statistics and Aptitude and Mental ability

in under graduate level. Th: pattem ofquestion paper shall be as follows:

Subjects
No. of

()uestions

Mathematics 2:rx 4 - 100

Statistics 2:tx4=100

Computer Science 2:r x 4: 100

Aptitude & lv cntal ability 2.:x4:lOO

Total

Each Right answer will be awarded 4 Marks

Each Wrong answer will be awarded -1 Mark

10 tx4-466

sl.

I

2

3

4



I.8 Course Fee Structure

sl. Fee Details Amount in Rs./-

I
Registration fee (Application Fee) 1,000/-

For SC/ST 500/-

2 Admission Fee 555t-

3 Tuition Fee (Per Semester) 14,000/-

4 Laboratory Fee (Per Semester) 6,000/-

5 Library Fee 325/-

6 Student Welfare fund 360t-

7 Special fee t25l-

8 Caution Deposit (Refundable) 5,000/-

9 Student Affiliation Fee 440t-

l0 Sports Affiliation Fee 2201-

ll University Union Fee I t0/-

t2 University Development Fund

1.9 Placement

This program is scheduled under the industrial collaboration and the experts from different

industry and academia have agreed to handle different sessions to the course to build thorough

practical knowledge to the students and provide placement assistance to students who

successfully qualiff the course with the mandate required for the industry.

2 Programme Structure

2.1 Attendance

The minimum attendance required for each course shall be 75% of the total number of classes

conducted for each semester. Those who secure the minimum attendance in a semester alone will

be allowed to register for the End Semester Examination. The Vice-Chancellor will grant

condonation of attendance to a maximum of 10 days in a semester subject to a maximum of two

60t-



spells within a programme. Benefit of condonation of attendance will be ganted to the students

on health grounds, for partrcipating in University Union activities, meetings of the university

bodies and participation ir extracurricular activities on production of ganuine supporting

documents with the recomm endation of the Head of the Departnent concemed. A student who is

not eligible for condonation shall repeat the course with the subsequent batch.

2.2 Credits

One credit of the course is defined as a minimum of one-hour lecture or a minimum of 2 hours

lab/tutorial per week for 18 weeks in a Semester. The minimum credits rt:quired to complete the

Post Graduate Diploma in f)ata Science & Analltics (PGDDSA) progranne is 42.

2.2 Seminar

Each student should select l relevant topic and prepare a semirxr report, under the guidance ofa

faculty member. Students should prepare an abstract of the topic and distribute it to every faculty

member at least two weeks ahead of the seminar. The presentation shall be for a minimum of 30

minutes in duration. Preser tation and seminar report will be evaluated b1' a group of at least two

faculty members (Mark distribution:50%ofor report and 50oZ for presentat;on and discussion).

2.3 Assisnments

Each student shall be required to submit a minimum of tfuee assignmerrts for each course. The

details such as the numt,er of assignments, mark distribution and the weightage for each

assignment will be annouaced by the faculty in charge of the course at the beginning of the

semester.

'2.4 Tests

A minimum of two class tosts will be conducted for each course. The dr:tails such as the number

oftests, mark distribution and weightage for each test will be announced by the faculty in charge

of the course at the beginning of the semester.

2.5 Seminar / Viva-voce , Case studies / Lab assisnments

The faculty in charge of the course shall design the evaluation pattern Dased on one or more of
these components and wil. be announced at the beginning ofthe semest(:r.



2.6 Evaluation

Evaluation of the students shall be done by the faculty member who handles the course based on

continuous evaluation and End Semester Examination. The proportion of the distribution of

marks, including CE (Continuous Evaluation) and ESE (End Semester Examination) shall be 60-

40.

2,6.1 Continuous Evaluation (CE)

Continuous Evaluation (CE) of a course shall be based on periodic written tests, assignments,

and Seminar / Viva-voce / Case studies/Project work/Attending workshops/Participating and

presenting papers in Conferences/Publishing articles in JoumalVProceeding etc. in respect of

each course.

Components of Continuous Evaluation (Theory)

sl. Component Marks

I Seminar

2 l5

J Assignments 10

4
Presenting papers/Lectures (Outside the

DepartrnentlGroup Discussion or work
10

5

Publishing Papers in Conference/ Book

Chapters/ Publishing Articles in Approved

Joumals

15

Total 60

NB: for Journal Publication l0 marks and Conference Proceeding/Book Chapters 05 Marks

Components of Continuous Evaluation @ractical)

l0

Case studies / Project(individual)



sl.

I

2

3

Component Marks

Record Wolk{Lab Assignments l0

Implementi rg the experiment in the Lab 35

Viva-voce l5

Total 60

2.6.2 Evaluation of Practical courses

The details regarding the CE as well as ESE for each practical course will be specified as part of

the syllabus for the course.

2.7 End-Semester Evaluation (ESE)

All odd semester examirirtions will be conducted by the Head of thc Department and even

semester examinations will be conducted by the Controller of Examination, Kannur University.

To conduct the end-semesler examination, the Head ofthe department shall submit a confidential

panel of examiners not less than ten experts from the outside of the Kannur University duly

approved by the department council for the approval of Vice-Chanr;ellor. All teachers who

engage classes on the co rrse except industrial experts will be the mr:mbers of the Board of

Examiners (BoE) with Head of the Department as the chairman of the BoE. All the faculty in-

charge of the course shall prepare and submit three (03) unique set of question papers for their

course in odd semester well in advance to the Head of the departrnenl for the conduct of End

Semester Examination of the respective batch. The Head of the de;rartment shall conduct a

scrutiny meeting of the atove question papers submitted by the concemed faculty by inviting at

least two extemal expertr; from the list approved by the Vice-Chanc,:flor. The even semester

examination question papers for the elective courses shall be si:t by the Controller of

Examination by selecting the external experts ofthe question paper settcrs approved by the Vice-

Chancellor. The Head or' the department shall submit the detailed r;yllabus, model question

papers of the elective courses offered in the even semester to the Controller of Examination

along with the panel of t xperts duly approved by the Vice-Chancellor for setting the question

papers to those electives soon after the commencement ofthe course.
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2.7.1 nof estion a and evaluation criteria for

Pattern of Questions: Questions shall be set to assess knowledge acquired, standard application

of knowledge, application of knowledge in new situations, critical evaluation of knowledge and

the ability to synthesize knowledge. The duration of the examination is two (02) hours only.

Question paper for end semester theory examination shall consist of two parts

Part A

(Short essay type)

Answer all Questions.

Each question carries four marks.

(5x4=20Marks)

Part B

@ssay type)

Answer any two questions.

Each question carries 10 Marks.

(2 x l0 = 20 Marks)

2.8 Proiect

A project work has to be undertaken by all sodents enrolled in the program. The project can be

software related or establishing mathematicaVstatistical models evolved for the development of

data science & analy.tics following software development lifecycle or an R&D related project.

The hours allotted for project work may be clustered into a single slot so that students can do

their work at a centre or location for a continuous period of time. The Major project work should

6

7

8



be carried out in the Department /Institution or in an Industry / R & D o;:ganization of national

repute. Project work shall tre carried out under the supervision of a Teacher. If the project is

carried out in an Industry / R & D organization outside the campus, th,:n a co-guide shall be

selected from the concemed organization. If the project work is of interdjsciplinary nature, a co-

guide shall be taken from tre other department concemed. Every studenr: should do the project

individually and no grouping is allowed. The candidates are required to get the synopsis and the

guide approved by the depzrtment before the commencement of the pro.iect. A co-guide should

be a postgraduate in CS/A rplication/IT/Jv{athematics/Statistics or allied subject or a person of

.eminence in the area in which student has chosen the project. At the end of the semester, the

candidate shall submit the I'roject report (two bound copies and one soft copy) duly approved by

the guide and co-guide fr,r End Semester Evaluation. The project reoort shall be prepared

according to the guideline i appended along with this regulations/Guidelines approved by the

University.

2.8.1 Evalualion of Project:

A Deparhnental committee duly constituted by the Head ,:,f the Departrnent will

review the proje<:t periodically.

Continuous Assessment of project work: There shall be thrr:e intemal presentations

before the comrrLittee (Minimum two members, including the guide). The assessment

is based on presontation, interim report and viva voce. The total mark for CA shall be

divided among the three presentations in the ratio 20Yot3llYo:50o/o. Each intemal

presentation sha I be evaluated based on the following comporrents:

25%

20%

lll t5%

lt

ll

COMPONENTS

Understanding of the problem /

concepts

Adhering to methodology

Quality of presentation and

demonstration (Demonstration is

optional

Quantum of work / effortlv 30%

% OI: MARKS

I



ltt

Organization and content of

Proj ect report
t0%

End Semester Assessment of Project: A board of two examiners appointed by the

University shall conduct ESE evaluation. The evaluation shall be based on the report,

presentation of the work, demonstration of the work and a detailed viva voce based on

the work carried out. A candidate will not be permitted to attend the Project evaluation

without duly certified project reports. Also, a project will be evaluated only if the

candidate attends the ESE presentation and Viva voce on the scheduled date and time.

A board shall evaluate a maximum of eight (08) candidates in a day. The End

Semester evaluation shall consist of the following components:

COMPONENTS % OF MARKS

I
Understanding of the problem/requirements/ concepts

related to the project
l5

ll

Adhering to methodology (Software engineering phases or

research methodology) and the candidates understanding of

the components of methodology

15

Quality of Modeling of the problem and solution/ database

desigr / form design / reports / testing (For research

projects - relevance /novelty of the work(s/ use of data./

proposal of new models /analysis of algorithms/

comparison and analysis of results /findings)

20

IV Quality of presentation / demonstration l5

Quantum of work / effort - assessed through the content of

report, presentati on and viva
25

vl Organization and content of report l0

A student shall pass in the Project course if she/he secures a separate minimum of50
0Z for the extemal and 50% for ESE and CA put together.

If a candidate fails in the evaluation of Project, he/she has to repeat the project course

iii



vl.

along with the next batch and undergo both CA and ESE- Unlike theory/practical

courses, the CA m:Lrk will not be retained.

There shall be no irnprovement chance for the marks obtained in the Project course.

2.8.2 Guideline for preparing proiect Report

Arrangement of c ontents:l.

The sequence in which the project report material should be arranged and bound

should be as follo.vs:

1. Cover Page & Title Page

2. Plagiarism Report

3. Bonrrfide Certificate

4. Abstract

5. Table of Contents

6. List of Tables

7. List ofFigures

8. List of Symbols, Abbreviatioos and Nomenclature

9. Chapters

Tle chapters may be broadly divided into 3 parts (i) Introductory

chapter, (ii) Chapters developing the main therne of the project work

(iii) implementation details (if any) and Conclusion. The main text will

be divided in to several chapters and each r:hapter may be further

divided into several divisions and sub-divisions. Each chapter should be

given an appropriate title.

Trtbles and figures in a chapter should be placed in the immediate

vicinity ofthe reference where they are cited.

F )otnotes should be used sparingly. They should be typed single space

ard placed directly undemeath in the very s.rme page, which refers to

the material they annotate.



1l

10. Appendices

I l. References

The tables andfigures shall be introduced at appropiate places.

lll.

3.0 Grading

An alphabetical grading system shall be adopted for the assessment of student's performance in a

course. The grade is based on a ten-point scale. The following table gives the range of marks,

grade points and the alphabetical grade.

Range of marks % Alphabetical grade

90-100 9 A+

80-89 A

70-79 7 B+

60 69 6

50-59 5 C

<50 0 F

A minimum of grade point5 (Grade C) is needed for the successful completion ofa course.

Performance of a student at the end of each semester is indicated by the Grade Point Average

,(GPA) and is calculated by taking the weighted average of grade points of the courses

Page Dimension and binding specifications:

The dimension ofthe project report should be in A4 size. The project report should be

bound using flexible cover of the thick white art paper. The cover should be printed in

black letters and the text for printing should be identical.

All the project report submitted by the students should be plagiarism checked using

Turnitin software and the plagiarism report generated by the software should be

verified and siped by the Head of the Departrnent or person-in charge of the Project

Coordinator.

Grade points

8

B



successfully completed. Following formula is used for the calculation. The average will be

rounded off to two decimal trlaces.

GPA:

Sum of credits of courses

The overall performance of a student is indicated by the Cumulative Grade Point. Average

(CGPA) and is calculated u;ing the same formula given above.

Empirical formula for calcrrlating the percentage of marks will be CGPAxIGt-5. Based on CGPA

overall letter grade ofthe student shall be in the following way.

CGPA Overall letter gradr:

9 and above A+

8 and above but less than 9 A

7 and atove but less than 8 B+

6 and at ove but less than 7 B

5 and at,ove but less than 6

Conversion of Grade; into classification

Classification

First Class \r,ith distinction A+ and A

First Class B+ and B

C

Overall letter grade

Second Cl rss C

3.1 Grade Card

The Controller of Examirration, Kannur University is the authority to issue the semester wise

grade card and consolidared gmde statement and certificates on comp ietion of the programme

based on the authenticated documents submitted by the Head of the Department after the

approval ofthe department council at the end ofeach semester.

Srrm , 'f tgrade froints in a cowse multiolied by its cr :dit)



4.0 Su enta E rF iled Candidatess

I . Candidates who have failed (F grade) in the semester examinations (except project work)

can appear for the failed papers for the particular semester along with regular students.

However, the Continuous Evaluation (CE) marks shall remain the same.

Two such supplementary chances will be given for each semester within two years.

2. In the event of a failure in Project Work, the candidate shall re-register for project work,

redo the project work and resubmit the project report a fresh for evaluation. The

Continuous Evaluation marks shall be freshly allotted in this case.

Appearance for continuous Evaluation and End Semester Evaluafion is compulsory and no grade

shall be awarded to a candidate ifhe/she is absent for CE/ESE or both.

A student who fails to complete the programme/semester can repeat the full programme

/semester once if the department council permits so.

There shall be no provision for improvement of CE or ESE.

5.0 Department Council

This program is a joint venture of three departments such as lnformation Technology,

Mathematical science and Statistical science with industrial collaboration. So the conventional

structure of Department council is not sufficient for dealing with the smooth conduct of this

'course. Hence the departrnent council for the Post Graduate Diploma in Data Science &

Analyics may be reconstituted as follows:

Chairman: The Head of the Departrnent of Information Technology.

Members:

l. All faculty members who engage classes for this course.

2. The Head of the Departrnent of Mathematical Sciance/ Senior Faculty nominated by the

Head of the department concemed

3 . The Head of the Department of Statistical Science/Senior Faculty nominated by the Head

of the department concemed.



4. One /two experts from industry/Academician nominated by the Vice Chancellor as per

the recommendation of the Departrnent Council for a period of one year or duration of

the course

Details of the financial i.ssistance required for the conduct of session ry the industriaVacademic

experts.

Description Amount

Remuneration/TA,DA for the experts

from industry/acacemia

Total

NB: Economic class flight fare is eligible for the experts coming from other state/country

with the prior approvalliom the Vice Chancellor ofthe Kannur f niversity.

7.0 Grievance Redress: rl Mechanism

Committees will be constituted at the Departrnent and University levels to investigate the written

complaints regarding continuous Evaluation (cE). Department Levr:l committee (DLC) will

1

2

Remarks

Rs. 7,00,000 (per Session Rs.40001)

Rs. 35,000

Rs.7,35,000

6.0 Industrial Collaborrrtion

This program is intended to make i00% industrial collaboration imd the experts from the

industry as well as acadtmia will handle different sessions for the cor rse. The course comprised

ten modules, including the induskial project. Therefore, each course, tl-re expert from that domain

handles at least hundred (100 [10 modules x10 sessions:100 sessions]) sessions for each course.

The duration of a session is two (02) hours. The Head of the Department will provide the

remuneration/TA/DA to the expert as per the University norms. 'I'o smooth conduct of the

.program the Finance OlIicer of the Kannur University has to make ir provision to transfer the

required fund to the Heird of the Department of lnformation Technology on request soon after

the beginning ofthe first semester of the course.

sl.

Expenses for conducting semester

examinations.



consist of the Department Council and a student nominee of the Departrnent Students' Union

from the concemed faculty.

University Level Committee (ULC) will consist of the Pro-Vice-Chancellor (Chairman and

Convener), the Convener of the Curriculum Committee (vice-chairman), the Head of the

Department concemed and a nominee of the Students' Union. Department Level Committee will

be presided over by the HOD and the University Level Committee by the Pro-vice-chancellor.

Departraent Level Committee will have initial jurisdiction over complafuts against CE and

University Level Committee will hear appeals against Departrnent level decisions. Complaints

will have to be submitted to the Department concemed within two weeks of the publication of

results of CE and disposed of within two weeks of receipt of the complaint. Appeals to university

Level Committee should be made within one month of the decision taken by the Department

level committee and disposed within two months of the receipt of the complaint.

Complaints unsolved by the University Level Grievance committee shall be placed before the

Vice Chancellor.

Semester I

Semester Theory Practical

Semester I 5 2

Semester II 2 Electives l Project

Subject

Code
Subject

Instructional

Hrc-/week Marks Credit
L P T CE ESE Tot

PGDDSCOl
Mathematical and Statistical Methods for

Data Science Using R
3 0 0 60 40 100 4

PGDDSCO2
lnEoduction to Data Science and

Algorithm Design
J 0 0 60 40 r00 4

PGDDSC03 Machine Learning for Data Science and 4 0 40 100 4

COURSE STRUCTURE

0 60



PGDDSCO5

PGDDSLOI

PGDDSLO2

troduction tc Python

usiness Anal ytics and Prediction

dvanced C,rmputational Methods fo

ata Science

Lab -I

Lab-II

Tote.l

Sub ect

lective I

lectivc II

roject

Total

List of Elective I

Course Title

,\dvanced Machine Learning

l,Jirtural Language Processing

060

0 60

5 420

Marks Credit
CE EST Tot

60 40 100 4

60 40 100 4

120 80 200 l0

240 r60 18

J

Semester II

Instructional

HrsJweek

T

0

0

5

5

Theor,,

4

4

4

100 J4 0

100 J4 0 40

0 6 2 40 100 -)

0 6

60

60 40 100 J

18 12 700 24

Subject

Code
PGDDSEOl/

o2l03l04

PGDDSEO5/

' 06t07t08

PGDDSPOI

L P

4 0

4 0

0

8 12

Course code

PGDDSEOI

PGDDSEO2

PGDDSEO3

Practica

I

Tutoria

I

0 0

0 0

0 0ilig Data Analyics

PGDDSC04 40

280

l2

400



PGDDSEO4 Data Warehousing 4 0 0

Course Contents: -.

PGDDSC0I: Mathematical and Statistical Methods for Data Science Using R

o Fundamentals of R

o Basic Linear algebra for data science

. Linear programming problem

. Basic statistical concepts and important sampling methods.

. Data cleaning and visualization using R

o Measures of Central Tendency, dispersion, skewness and kurtosis

. Pearson correlation coefficient, rank correlation, infra-class correlation

. Basics ofprobability and random variable

o Probabilig distributions-Binomial, Poisson" Uniform, Normal, Beta and Gamma and

multinomial and multivariate normal distributions.

List of Elective II

Course code Course Title Theory
Practica

l
Tutoria

I

PGDDSEO5
Deep Learning

4 0 0

PGDDSEO6
Time Frequency Analysis

4 0 0

PGDDSEOT Artifi cial Intelligence 4 0 0

PGDDSEO8 Computer Vision 4 0 0

F



PGDDSC02: Introduction to Data Science and Algorithm Design

. Statistical inference: basics of estimation, testing (parametric and non-parametric) and

confidence interval es rimation

o Maximum likelihood estimation and Bayesian estimation.

o Basic concepts of Markov chain

r Basics of Data and d:rta science

r Data Science Pipelin: - Data Wrangling, Exploratory Analysis, Modeling

. Data structure: Linear and non- linear data sfiucture

. Important problem qpes, algorithm desip, decisions prior to designing

. Basic technique for design of efficient algorithm

. Brute Force approach

o Divide-and-Conquelapproach

o Branch-and-Boundtechnique

o Greedy method

o Dynamic Programning

. Backtracking.

. lmportance of algorithm analysis, time and space complexity

o Techniques to anall,ze algorithm

o Introduction to pytllon programming

o Basics of Machine Leaning

o Supervised Machirre Leaming - K-NN, NaiVe Bayes, Decision tree, SVM

o Unsupervised Machine Leaming - K means, Apriori algorithms

. Computation with Python - NumPy, SciPy

e Data Manipulation in Pyhon- Pandas

. Understanding Daa Frame

PGDDSC03: Machine Le arning for Data science and Introduction to Python



PGDDSC04: Business Analyics and Prediction

o Introduction to analyics

o Simple and multiple linear regtessions

o Regressiondiagnostics

o Logistic regression

. Time series analysis and forecasting

o Autoregressive and moving average models

o Graphics programming: charts, graphs, animations, and techniques for visualization of

high dimensional data

. Presentation and visualization of data for effective communication

o TABLEAU: Visual Analytics I Mapping lCalculations I Dashboard and Stories

o POWER BI; Intro to Power BI I Visualization with BI I Data Analysis Expressions

PGDDSC0S: Advanced Computational Methods for Data Science

. Basics of statistical simulation

o Monte Carlo simulation

. Basic concepts of Bayesian computing

o MCMC methods, MH algorithm and Gibbs sampling

o Multivariate data visualization and analysis

r Dimension reduction methods (PCA, CCA and FA)

. ExpectatioD Maximization @M) algorithm

r Gaussian Mixhre Models (GMM)

o Mixture Regression Models

o Hidden Markov Models (HMM)

o Data Visualization in Python - matplotlib

o Introduction to Scikit - Machine leaming

. Web Scraping in Python - Beautiful Soup

. Introduction to Hadoop/lvIap Reduce



&rnr.rERSr,YKANNUR
POST GRADUA'TE DIPLOMA IN DATA SCIENCE & ANALYTICS

(Credit Based Semester System)

Regulations, Curricula, Syllabus and Scheme of Evaluation

(With Effect from 2020 admission)

1. Introduction

Data Science and Artificial Intelligence are two prominent domains that are going to rule the

entire world in the futunr decades. Currently, these domains are beirrg usbd in many realJife

applications like Businesr;, Commerce & Banking, GIS, Health, Climate change, Automobiles,

Crime analysis etc. The key ideas of Artificial lntelligence and Data Scrence are mainly used for

identiffing and making prediction on unseen information hidden in tht: enormous data available

in the real-world applicatron. Using these techniques, one can identi$ and analyze those relevant

data and make prediction of the future of data. Prediction can be made by analyzing in the form

of patterns hidden in the original data, and further it can be utilized for rhe benefits of the society

by applying various mathematical and statistical tools that are available. Since one has to deal

with a huge amount of tlata and information, ordinary database appl ications cannot deal them

easily. The significance of Big Data analysis and Machine Leaming comes here. The Deep

Learning mechanism as part of Machine Leaming provides the capability of identifting the

unseen information that normally one cannot identifu/retrieve through the conventional SQL

query processing. Data rnining and data warehousing techniques are rhe important mechanism

for storing and managing the mass amount of data that comes in different styles and format

which replicates the rer l-world scenario and provide a rich set of tools and techniques for

extracting the most relevant information for making the prediction o1' the data with the help of
Artificial Intelligence tha t conventional database management system r:annot do.

Future job market needr; people who possess technical knowledge and programming skills in

dealing with these techniques, and many conventional programming techniques are gening
'obsolete with the advent of these new methods. The conventional courses are presently dealing

with foundation courses and specialized mainly in the standard prog,ramming concepts. A few



institutions may be offering one or two electives during their course of study without dealing

with practical aspects of the domains that will not be sufficient for them to fetch a job in the

current industry.

'Kannur University is planning to offer a specialized Data Science course by the joint ventue of

three departments like Information Technology, Mathematical Science and Statistical Science in

a single umbrella to build up practically talented manpower capable ofhandling solution to such

complex realworld problems. In the present scenario, there are two types of professionals to be

evolved for handling the Data Science related problems such as Data Analysts and Data

Scientist. The practical aspects ofanalyzing and interpreting the data is done by the Data Analyst

and Data Scientist who carry out build mathematical and statistical models for dealing with

complex data by the Data Analyst. We are confident that by the joint venture of these three

departments will achieve this target without any ambiguity. Another important highlight of this

course is that we give more stress on the development of practical skills to the students in the

related domain and do not give much more importance of the conventional examination systems

followed in the University. The course is offered in the pattem of6040. T\e 6o0/o of evaluation

is in continuous assessment and 40Yo of extemal evaluation pattem. Another important aspect of

.the course is that Information Technology, Mathematics and Statistics deparfirents are situated

in a single building neighbour to each other will make the smooth and fruitful running of the

Initially, the Department of Information Technology will initiate a one-year Post-Graduate

diploma course in the coming academic year (202G2021) with inputs from MCA"/ M.Sc.

Computer Science/\,{.Sc. Information Technology/ M.Sc. Bioinforrnatics/lvI.Tech. ,M.Sc.

Mathematics/lvl.Sc. Statistics/ M.Sc. Applied Mathematics/ MSc. Physics/IvLSc.

Electronics/M.Sc. Geology/Ivl.Sc. Geography/1vl.Sc. Biostatistics/Ivl.Sc. Applied StatisticyM.A

Economics/ B.Tech-MBA etc. After establishing and stabilizing this PG program, the Universiry

can start a full-fledged PG program for Data Science.

coulse.



l.l ob ective of e Courl e

The Post Graduate Diplo:ma in Data Science & Anall'tics is a one-yeir program offered by

School of Information Sr:ience & Technology in collaboration with the Department of

Mathematical Science, and Statistical Science is an excellent blend of knowledge and practice

in the field of Data Scienct: and its indusaial applications. The program rs targeted for creating

qualified Data Science prcfessionals. The program also offers ten weeks of industry-oriented

hands-on, real-life analyi<:a1 projects for students to get equipped with strong ana$ical and

programming background, which makes them highly competitive and employable on

completion of the program

1.2 Outcome of the Cour:,e

Upon completing the course, the participants will leam the concept ,of Data Analytics using

open-sorrce statistical tools like R, Python, Hadoop, Tableau and some excellent visrralization

tools and techniques. Thel will be capable of implementing the industry'-oriented Data Analytics

Project.

1.3 Duration of the Course

Duration of the Post Graduate Diploma in Data Science shall be one (01) year- fulltime course

divided into 2 semesters. Each semester should have 18 weeks. The rnaximum time limit for

completing the course is four semesters (two years)

1.4 Number of Seats:

This cowse has an intake of 25 seats per semester and filling of sea.ts as according to the

rotation matrix-maintainerl time-to-time by the Departrnent of lnfonnation Technology/Kannur

Universiry norms. The ro ation matrix of the seats to the course will br: announced at the time

of notification of the prog:am.

1.5 Course Structure

This course contains a total of seven modules in the first semester and two modules in the

second semester followel by 300 hours of real-time project work using any of the topics

studied to eam the Diplcma. All these components are mandatory for the completion of the



1.6 Elieibilitv

MCA/ M.Sc. Computer Science/\,I.Sc. lnformation Technology/ M.Sc. Bioinformatics/M. Tech.

(Computer Science, Electrical & Electronics)/lr4.Sc. Mathematics/M.Sc. Statistics/ M.Sc.

Applied Mathematics/ MSc. Physics/1Vl.Sc. Electronics/M.Sc. Geology/M.Sc. Geography/ M.Sc.

Biostatistics/Iv{.Sc. Applied Statistics/lvl.A Economics/ B.Tech-MBA of this University or any

other University / Institution, recognized by this University as equivalent thereto, with a

minimum aggregate of 55% marks or equivalent grade. (For SEBC and Physically Challenged

candidates the aggregate mark requted is 50%. For SC and ST, a minimum pass in the degree

examination is sufficient)

1.7 Selection Criteria of the candidates

The selection to the course shall be based on common admission test conducted by Kannur

University. The test will be duration of two hours comprising 100 x 4 marks multiple choice

questions from Computer Science, Mathematics, and Statistics and Aptitude and Mental ability

in under graduate level. The pattem ofquestion paper shall be as follows:

Subjects
No. of

Questions

1 Mathematics

2 Statistics 25x 4 = 100

3 Computer Science 25x 4: 100

4 Aptitude & Mentat ability 25x 4: 100

Total 100x4=400

Each Right answer will be awarded 4 Marks

Each Wrong answer will be awarded -l Merk

course. The course comprises 30 Hours (5 x 6 Hours) per week comprising 18 weeks of

1@shing and leaming activities.

sl.

25x 4 : 100



Fee Details Amou nt in Rs./-

Registratiorr fee (Application Fee) 1,000/-

For SC/ST 500/-

Admission Fee 5551-

Tuition Fer (Per Semester) 14,000/-

Laboratory Fee (Per Semester) 6,000/-

Library Fe,r

Student W:lfare fund 3601-

Special fer 1251-

Caution D :posit (Refundable) 5,000/-

Student A 'filiation Fee 440/-

Sports Alliliation Fee 220/-

Universitl [Jnion Fee I l0/-

Universiq' Development Fund 60/-

1.9 Placement

This program is schedulec. under the industrial collaboration and the experts from different

industry and academia hav: agreed to handle different sessions to the course to build thorough

practical knowledge to tae shrdents and provide placement assistrurce to students who

successfully qualifr the corrse with the mandate required for the industry

2 Programme Structure

2.1 Attendance

The minimum atrendance required for each course shall be 75% of the total number of classes

conducted for each semest:r. Those who secure the minimum attendanct: in a semester alone will
be allowed to register fr,r the End semester Examination. The vic:e-chancellor will grant

condonation of attendance to a maximum of 10 days in a semester subjcct to a maximum of two

sl.
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1.8 Course Fee Structure

3251-



One credit of the course is defined as a minimum of one-hour lecture or a minimum of 2 hours

lab/otorial per week for 18 weeks in a Semester. The minimum credits required to complete the

Post Graduate Diploma in Data Science & Analyics (PGDDSA) programme is 42.

2.2 Seminar

Each student should select a relevant topic and prepare a seminar report, under the guidance ofa

faculty member. Students should prepare an abstract of the topic and distribute it to every faculty

member at least two weeks ahead of the seminar. The presentation shall be for a minimum of 30

minutes in duration. Presentation and seminar report will be evaluated by a group ofat least two

faculty members (Mark distribution:5O%for report and 50%o for presentation and discussion).

2.4 Tests

A minimum of two class tests will be conducted for each course. The details such as tle number

oftests, mark distribution and weightage for each test will be announced by the faculty in charge

of the course at the begiming of the semester.

spells within a prograrnme. Benefit of condonation of attendance will be granted to the students

.on health grounds, for participating in University Union activities, meetings of the university

bodies and pa(icipation in extracurricular activities on production of genuine supporting

documents with the recommendation of the Head of the Department concemed. A student who is

not eligible for condonation shall repeat the course with the subsequent batch.

2.2 Credits

2.3 Assisnments

Each student shall be required to submit a minimum of three assigrunents for each course. The

details such as the number of assignments, mark distribution and the weightage for each

assignment will be announced by the faculty in charge of the course at the beginning of the

semester.

2.5 Seminar / Viva-voce / Case studies / Lab assignments

The faculty in charge of the course shall design the evaluation pattern based on one or more of

these components and will be announced at the beginning of the semester.



2.6 Evaluation

Evaluation of the students sha.ll be done by the faculty member who handles the course based on

continuous evaluation and End Semester Examination. The proportion ,.rf the distribution of

marks, including CE (Continuous Evaluation) and ESE (End Semester Exarnination) shall be 60-

40.

2.6.1 Continuous Evaluatio r (CE)

Continuous Evaluation (CE) of a course shall be based on periodic wrifien tests, assignments,

and Seminar / Viva-voce / Case studies/?roject work/Attending workshops/Participating and

presenting papers in Confer ences/Publishing articles in Joumals/Proceeding etc. in respect of

each course.

Components of Continuou r Evaluation (Theory)

Componentsl. llarks

1 l0

2 l5

3 10

4 t0

Publishinll Papers

Chapters/ Publishing

Joumals

in Conference/ Book

Articles in Approved l5

Total 60

5

Seminar

Case studi :s / Project(individual)

Assignmelrts

NB: for Journal Publication lll marks and Conference Proceeding/Book Chepters 05 Marks

Presenting papers/Lectures (Outside the

Departme;rt)/Group Discussion or work

Components of Continut,us Evaluation (Practical)



Component Marks

1 Record Work/Lab Assignments 10

2 Implementing the experiment in the Lab 35

3 l5

Total 60

2.6.2 Evaluation of Practical courses

The details regarding the CE as well as ESE for each practical course will be specified as part of

the syllabus for the course.

2.7 End-Semester Evaluation (ESE)

All odd semester examinations will be conducted by the Head of the Departrnent and even

semester examinations will be conducted by the Controller of Examination, Kannur University.

To conduct the end-semester examination, the Head of the departrnent shall submit a confidential

panel of examiners not less tlan ten experts from the outside of the Kannur University duly

approved by the deparment council for the approval of Vice-Chancellor. All teachers who

engage classes on the course except industrial experts will be the members of the Board of

Examiners (BoE) with Head of the Department as the chairman of the BoE. All the faculty in-

charge of the course shall prepare and submit three (03) unique set of question papers for their

course in odd semester well in advance to the Head of the departrnent for the conduct of End

Semester Examination of the respective batch. The Head of the department shall conduct a

scrutiny meeting of the above question papers submitted by the concemed faculty by inviting at

least two extemal experts from the list approved by the Vice-Chancellor. The even semester

examination question papers for the elective courses shall be set by the Controller of

Examination by selecting the extemal experts ofthe question paper setters approved by the Vice-

Chancellor. The Head of the department shall submit the detailed syllabus, model question

papers of the elective courses offered in the even semester to the Controller of Examination

along with the panel of experts duly approved by the Vice-Chancellor for setting the question

papers to those electives soon after the commencement ofthe course.

sl.

Viva-voce



1

2

3

4

5

2.7.1 Pattern of question papers and evaluation criteria for (ESE)

Pattern of Questions: Quesr.ions shall be set to assess knowledge acquire,ll, standard application

of knowledge, application o1'knowledge in new situations, critical evaluation of knowledge and

the ability to synthesize krowledge. The duration of the examination is two (02) hours only.

Question paper for end semester theory examination shall consist of two parts

Part A

(Short essay type)

Answer all Questions.

Each question carries four marks.

(5 <4=20Marks)

Part B

(Essay type)

Answer any two questions.

Each question carries l0 Marks

(2 r l0: 20 Marks)

2.8 Proiect

A project work has to be rmdertaken by atl students enrolled in the program. The project can be

software related or establi ;hing mathematicaUstatistical models evolved for the development of
data science & analytics lbllowing software development lifecycle or rur R&D related project.

The hours allotted for pro.ject work may be clustered into a single slo,: so that students can do

their work at a centre or location for a continuous period of time. The Major project work should

6

7

8



be carried out in the Department /Institution or in an Industry / R & D organization of national

repute. Project work shall be carried out under the supervision of a Teacher. If the project is

carried out in an Industry / R & D organization outside the campus, then a co-guide shall be

selected from the concemed organization. If the project work is of interdisciplinary nahre, a co-

guide shall be taken from the other departrnent concemed. Every student should do the project

individually and no grouping is allowed. The candidates are required to get the synopsis and the

guide approved by the department before the commencement of the project. A co-guide should

be a postgraduate in CS/Application/IT,Mathematics/Statistics or allied subject or a person of

eminence in the area in which student has chosen the project. At the end of the semester, the

candidate shall submit the Project report (two bound copies and one soft copy) duly approved by

the guide and co-guide for End Semester Evaluation. The project report shall be prepared

according to the guidelines appended along with this regulations/Guidelines approved by the

University.

2.8.1 Evaluation of Project:

ll

A Departrnental committee duly constituted by the Head of the Departrnent will

review the project periodically.

Continuous Assessment of project work: There shall be three intemal presentations

before the committee (Minimum two members, including the guide). The assessment

is based on presentation, interim report and viva voce. The total mark for CA shall be

divided among the three presentations in the ratio 20Yo'.30o4250"h. Each intemal

presentation shall be evaluated based on the following components:

COMPONENTS % OF MARKS

I
Understanding of the problem /

concepts
25o/o

Adhering to methodology 20%

lll

Quality of presentation and

demonstration (Demonstration is

optional

t5%

lv Quantum of work / effort 30%

ll



Organization and content of

Proj ect report
I OYo

rtl.

lv.

End Semester Ar;sessment of Project: A board of two examiners appointed by the

University shall r;onduct ESE evaluation. The evaluation shall be based on the report,

presentation oftle work, demonstration ofthe work and a deta,led viva voce based on

the work carried out. A candidate will not be permitted to attend the Project evaluation

without duly certified project reports. Also, a project will b,: evaluated only if the

candidate attendlr the ESE presentation and Viva voce on the s,:heduled date and time.

A board shall t,valuate a maximum of eight (08) candidates in a day. The End

Semester evaluar.ion shall consist of the following components:

COMPO],II]NTS

gn6sl5tarlding of the problem/requirementV concepts

related to the project

Adhering to methodology (Software engineering phast:s or

research methodology) and the candidates underst4ndirlg of

the comF onents of methodology

Quality of Modeling of the problem and solution/ da&rbase

design / form design / reports / testing (For res.:arch

projecs - relevance /novelty of the work(s)/ use of data/

proposal of new models /analysis of algori thms/

compari ;on and analysis of results /findings)

Quality :l'presentation / demonstration

Quanturn of work / effort - assessed through the conti)nt of

report, Jrresentation and viva

Organizalion and content of report

A student shall pass in the Project course if she/he secures n separate minimum of 50

7o for the exterrral and 50% for ESE and CA put together.

Ifa candidate fails in the evaluation of Project, he/she has tr repeat the project course

I

1t

1ll

lv

vl

% OF MARKS

15

20

15

25

10

l5



vt

along with the next batch and undergo both CA and ESE. Unlike theory/practical

courses, the CA mark will not be retained.

There shall be no improvement chance for the marks obtained in the Project course.

Anangement of contents:

The sequence in which the project report material should be arranged and bound

should be as follows:

l. Cover Page & Title Page

2. Plagiarism Report

3. Bonafide Certificate

4. Abstract

5. Table of Contents

6. List of Tables

7. List of Figures

8. List of Symbols, Abbreviations and Nomenclafire

9. Chapters

The chapters may be broadly divided into 3 pars (i) Introductory

chapter, (ii) Chapters developing the main theme of the project work

(iii) implementation details (if any) and Conclusion. The main text will

be divided in to several chapters and each chapter may be further

divided into several divisions and sub-divisions. Each chapter should be

given an appropriate title.

Tables and figures in a chapter should be placed in the immediate

vicinity of the reference where they are cited.

Footnotes should be used sparingly. They should be typed single space

and placed directly underneath in the very same page, which refers to

the material they armotate.

2.8.2 Guideline for preparing project Report



ll.

lll.

10. Aplrcndices

I I . Re{brences

The tables and figtres shall be introduced at appropiate place.s

Page Dimension and binding specifications:

The dimension of the project report should be in A4 size. The project report should be

bound using flexible cover ofthe thick white art paper. The cc,ver should be printed in

black letters and the text for printing should be identical.

All ttre project r:port submitted by the students should be plagiarism checked using

Turnitin softw:rre and the plagiarism report generated by the software should be

verihed and sigred by the Head of the Department or person-in charge of the Project

Coordinator.

3.0 Gradine

An alphabetical grading slstem shall be adopted for the assessment ofshrdent's performance in a

course. The grade is base,l on a ten-point scale. The following table grves the range of marks,

grade points and the alpha retical grade.

Range of marks % Grade points Alphabetical ;.1ade

9 A+

8()-89 8

7

A

B+

6t)49 6

50-59 5

B

C

0 F

!r0-100

.<50

A minimum of grade poirt-5 (Grade C) is needed for the successfirl comoletion ofa course.

Performance of a student at the end of each semester is indicated by the Grade point Average

(GPA) and is calculate,l by taking the v/eighted average of grade points of the courses

7(>79



successfully completed. Following formula is used for the calculation. The average will be

rounded offto two decimal places.

GPA: Sum of (grade po ints in a course multip lied bv its credit)

Sum of credits of courses

Empirical formula for calculating the percentage of marks will be CGPAx I Gt-5. Based on CGPA

overall letter grade of the student shall be in the following way.

CGPA

9 and above

A

B+

6 and above but less than 7 B

5 and above but less than 6 C

Conversion of Grades into classification

Classification Overall letter grade

First Class with distinction A+ and A

First Class

Second Class C

3.1 Grade Card

The Controller of Examination, Kannur University is the authority to issue the semester wise

grade card and consolidated gmde statement and certificates on completion of the programme

based on the authenticated documeuts submitted by the Head of the Deparfinent after the

approval of the department council at the end of each semester.

The overall performance of a student is indicated by the Cumulative Grade Point. Average

(CGPA) and is calculated using the same formula given above.

Overall letter grade

A+

8 and above but less than 9

7 and above but less than 8

B+ and B



4.0 SUDD lementarv ExaminrLtions for Failed Candidates

I . Candidates who havc failed (F grade) in the semester examinations (except project work)

can appear for the fa.led papers for the particular semester along'rith regular students.

However, the ContinrLous Evaluation (CE) marks shall remain the s;rrne.

Two such supplemenary chances will be given for each semester u'ithin two years.

2. In the event of a failure in Project Work, the candidate shall re-register for project work,

redo the project wr,rk and resubmit the project report a fresl'. for evaluation. The

Continuous Evaluation marks shall be freshly allotted in this case.

Appearance for continuous llvaluation and End Semester Evaluation is compulsory and no grade

shall be awarded to a candidate ifhe/she is absent for CE/ESE or both.

A student who fails to complete the programme/semester can repeat the full programme

/semester once if the depart aent council permits so.

There shall be no provision for improvement ofCE or ESE.

5,0 Department Council

This program is a joint venture of three deparfrnents such as Inforrnation Technology,

Mathematical science and Statistical science with industrial collaborati,rn. So the conventional

structure of Department council is not sufficient for dealing with the smooth conduct of this

course. Hence the deparment council for the Post Graduate Diploma in Data Science &
Analyics may be reconstiruted as follows:

Chairman: The Heac of the Department of Information Technologv.

Members:

l. All faculty members who engage classes for this course.

2. The Head of the l)epartment of Mathematical Science/ Senior lraculty nominated by the

Head of the deparrment concerned

3. The Head of the f)epartment of Statistical Science/Senior Facully nominated by the Head

of the department concemed.



4. One /two experts from industry/Academician nominated by the Vice Chancellor as per

the recommendation of the Department Council for a period of one year or duration of

the course

6.0 Industrial Collaboration

This program is intended to make 100% industrial collaboration and the experts from the

industry as well as academia will handle different sessions for the course. The course comprised

ten modules, including the industrial project. Therefore, each course, the expert from that dornain

handles at least hundred (100 [10 modules x10 sessions =100 sessions]) sessions for each course.

The duration of a session is two (02) hours. The Head of the Deparfinent will provide the

remuneration/TA/DA to the expert as per the University norms. To smootl conduct of the

program the Finance Oflicer of the Kannur University has to make a provision to transfer the

required fund to the Head of the Department of lnformation Technology on request soon aftcr

the beginning oftle first semester ofthe course.

Details of the financial assistance required for the conduct of session by the industriaUacademic

experts.

NB: Economic class flight fare is eligible for the experts coming from other state/country

with the prior approval from the Vice Chancellor ofthe Kannur University.

7.0 Grievance Redressal Mechanism

Committees will be constituted at the Department and University levels to investigate the written

complaints regarding continuous Evaluation (CE). Department Level Committee (DLC) will

Description Amount

I
Remuneration/TA,{DA for the experts

from industry/academia
Rs. 7,00,000 (per Session Rs.4000/-)

2
Expenses for conducting semester

examinations.
Rs J 5 000

Total Rs.7,35,000

sl. Remarks



consist of the Departrnent Council and a student nominee of the Department Students' Umon

from the concemed faculty

Universiry Level commitree (uLC) will consist of the Pro-vice-chancellor (chairman and

Convener), the Convener of the Curriculum Committee (vice-chairnan), the Head of the

Department concerned and a nominee of the Students' Union. Department Level Committee will

be presided over by the HOD and the University Level Committee by the Pro-vice-chancellor.

Departrnent Level Committee will have initial jurisdiction over con:plaints against CE and

Universiry Level Commit.ee will hear appeals against Departrnent levcl decisions. Complains

will have to be submitted k) the Department concemed wirhin two weeks of the publication of

results of CE and disposed of within two weeks of receipt of the complaint. Appeals to universiry

Level Committee should bc made within one month of the decision t.aken by the Department

level committee and disposed within two months of the receipt of the complaint.

Complaints unsolved by he University Level Grievance committee shall be placed before the

Vice Chancellor.

COURSE STRUCI'URE

Semester Practical

Semester I 2

Semester II

Semester I

I Project

Instructional

Hrs./weekSubject

thematica I and Statistical Methods

ata Science Llsing R

duction to Data Science

gorithm D;sign

T

0

0

0

Theory

5

2 Electives

Subject

Code

PGDDSCOI

PGDDSC02

PGDDSC03

L P

J 0

3 0

4 0

Marks Credit
CE ESE Tot

60 40 100 4

60 40 100 4

60 40 r00 4achine Leming for Data Science an



Introduction to Plthon

PGDDSCO4 Business Analytics and Prediction 4 0 0 60 40 .,

PGDDSC05
Advanced Computational Methods for

Data Science 4 0 0 60 40 100 3

PGDDSLOI Lab -I 0 6 ) 60 40 100 3

PGDDSLO2 Lab-II 0 6 J 60 40 100 .,

Total l8 12 5 420 280 700 24

Semester II

Subject

Code Subiect

Insfiuctional

HrsJweek Marks Credit
L P T ESI i Tot

PGDDSEOI/

02/03/M
Elective I 4 0 0 60 40 100 4

PGDDSEO5/

06/07t08
Elective II 4 0 60 40 100 4

PGDDSPOI Project t2 5 t20 80 200

Total 8 t2 5 240 160 400

List of Elective I

Course code Theory
Practica

I

Tutoria

I

PGDDSEOI Advanced Machine Learning 4 0 0

PGDDSEO2 Natural Language Processing 4 0 0

PGDDSEO3 Big Data Analyics 4 0 0

100

CE

0

0 l0

l8

Course Title



4 00PGDDSEO4 Data Warehousing

List of Elective II

Course Title

Der:p Learning

Tine Frequency Analysis

Ar.ificial Intelligence

Computer Vision

Course Contents: -.

PGDDSC01: Mathemati< al and Statistical Methods for Data Scienct Using R

o Fundamentals ofR

o Basic Linear algebra for dala science

o Linear programmir rg problem

o Basic statistical coocepts and important sampling methods.

o Data cleaning and visualization using R

o Measures of Central Tendency, dispersion, skewness and kurtosr s

o Pearson correlatiotr coefficient, rank correlation, intra-class conelation

o Basics ofprobabil ity and random variable

o Probability distritutions-Binomial, Poisson, Uniform, Normal, Beta and Gamma and

multinomial and nrultivariate normal distributions.

Course code Theory
Practica

I

Tutoria

l

PGDDSEO5 4 00

PGDDSEO6 4 0 0

PGDDSEOT 4 0 0

PGDDSEOS 4 0 0



PGDDSC02: Introduction to Data Science and Algorithm Design

o Statistical inference: basics of estimation, testing (parametric and non-parametric) and

confidence interval estimation

o Maximum likelihood estimation and Bayesian estimation.

r Basic concepts of Markov chain

e Basics ofData and data science

o Dalz Science Pipeline - Data Wrangling, Exploratory Analysis, Modeling

. Data structure: Linear and non- linear data stucture

. Important problem types, algorithm design, decisions prior to designing

o Basic technique for design of eflicient algorithm

o Brute Force approach

o Divide-and-Conquerapproach

o Branch-and-Boundtechnique

o Greedy method

o Dynamic Programming

o Backtracking.

. Importance of algorithm analysis, time and space complexity

o Techniques to analyze algorithm

. Introduction to python progamming

o Basics of Machine Leaning

. Supervised Machine Learning - K-NN, Naive Bayes, Decision tree, SYM

. Unsupervised Machine Leaming - K means, Apriori algorithms

. Computation with Python - NumPy, SciPy

o Data Manipulation in Python- Pandas

o Understanding Data Frame

PGDDSCo3: Machine Learning for Data science and Introduction to P),thon



. Data Visualization in Python - matplotlib

o [nkoduction to Scikit - Machine leaming

. Web Scraping in Python - Beautiful Soup

. Introduction to Hadoop/Map Reduce

PGDDSC04: Business Analltics end Prediction

. Introduction to anal6ics

o Simple and multiplt linear regressions

. Regressiondiagnos,.ics

. Logistic regression

o Time series analysir; and forecasting

o Autoregressive and moving average models

o Graphics programnring: charts, graphs, animations, 6ad lsqhniques for visualization of

high dimensional data

o Presentation and visualization of data for effective communication

o TABLEAU: Visur.l Analytics I Mapping lCalculations I Dashboard and Stories

. POWER BI: Intro'.o Power BI I Visualization with BI I Data Analysis Expressions

PGDDSCOS: Advanced Oomputational Methods for Data Science

o Basics of statistical simulation

o Monte Carlo simulation

r Basic concepts of Bayesian computing

. MCMC methods, VH algorithm and Gibbs sampling

o Multivariate data ,risualization and analysis

o Dimension reduct on methods (PCA, CCA and FA)

. Expectation Maxi nization (EM) algori0rm

o Gaussian Mixture Models (GMM)

. Mixture Regession Models

. Hidden Markov I\Iodels (IIMM)


